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Highlights 

• The Implicit Association Test (IAT) has many design characteristics that make it 

susceptible to random and systematic error variance. 

• A CFA-MTMM analysis was applied to partial random and systematic error variance 

from trait variance for four IATs, revealing significant error variance in IAT scores.  

• On average, random error accounted for over 50% of the variance in the IAT data, and 

method variance a further 30%, with less than 20% identifiable trait variance.   

• These findings have significant implications for use of IATs in applied research.  

 

 

Abstract 

 

Many design characteristics of the popular Implicit Association Test (IAT) appear to make the 

task highly susceptible to measurement error. This study examined potential sources of 

measurement error for two types of IAT, the classic verbal IAT (VIAT) and a fully pictorial IAT 

(PIAT). A CFA-MTMM analytical approach was used to estimate the influence of both random 

error and method variance on the IAT scores. Four empirical IATs were employed to assess 

implicit bias towards Middle Eastern and European people (‘Racial’ VIAT and PIAT) and 

countries (‘Country’ VIAT and PIAT). They were completed by 198 student participants from an 
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Australian University. The CFA-MTMM analysis provided clear evidence of measurement error 

confounding IAT scores. Specifically, IAT data was shown to be, on average, comprised of just 

over 50% random error variance, nearly 30% method variance and under 20% trait variance. 

These results demonstrate unequivocally that IAT scores are predominantly composed of 

measurement error not implicit attitudes. These findings have significant implications for the use 

of IATs in applied research. Options for minimising the impact of high error variance in future 

implicit attitudinal research are considered.  
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1. Introduction  

 

The Implicit Association Test (IAT; Greenwald, McGhee, & Schwartz, 1998; see also 

https://implicit.harvard.edu/implicit/) is a highly popular attitude measure that claim to provide a 

‘truer’ representation of a participant’s attitude by minimising opportunity for self-censorship. 

As conceptually attractive as the IAT is, nearly two decades of research has demonstrated at best 

questionable, and often poor reliability (e.g. Bar-Anan & Nosek, 2014; Buchner & Wippich, 

2000; Cunningham, Preacher, & Banaji, 2001; Dasgupta, McGhee, Greenwald, & Banaji, 2000; 

Gawronski, Morrison, Phills, & Galdi, 2017; Krause, Back, Egloff, & Schmukle, 2010; Rae & 

Olson, 2018). Most critics of the IAT have largely focused on its’ lack of predictive validity2 

(e.g. Blanton et al., 2009; Carlsson & Agerstrom, 2016; Oswald, Mitchell, Blanton, Jaccard, & 

Tetlock, 2013, 2015; Rae & Olson, 2018; Singal, 2017), with little discussion about the test’s 

 

 
2 Although these views have been contested (e.g. Greenwald, Banaji, & Nosek, 2015; Lane, Banaji, Nosek, & 

Greenwald, 2007). 
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construct validity (see Feest, 2020)3. It has been suggested that measurement error is a potential 

cause of the issues surrounding low reliability and validity for implicit attitude measures and 

may have been providing an upper limit for construct validity estimates (e.g. Cunningham et al., 

2001; Oswald et al., 2013; Siers & Christiansen, 2013). There are multiple aspects of the implicit 

assessment process that make it potentially very susceptible to the confounding influence of 

various forms of measurement error. It is critical to disentangle the effects of random and 

systematic forms of measurement error (such as method variance) from the resultant estimate of 

implicit bias, as doing so would improve the predictive validity of the IAT (Oswald et al., 2013). 

 

This paper outlines a systematic examination of potential sources of error variance for the IAT, 

mapping the overall influence of random error and method variance on IAT scores using the 

Multitrait-Multimethod approach to Confirmatory Factor Analysis (CFA-MTMM).   

 

1.1. Inferring implicit attitudes through the IAT 

Blanton et al. (2006) outlined that implicit attitude assessment involves two distinct levels of 

measurement; a conceptual level, and an observed level. At the conceptual level, implicit attitude 

tasks are believed to measure the discrepancy between two implicit evaluations about a construct 

of interest, ostensibly revealing implicit bias towards an attitude construct like race. At the 

observed level, implicit attitude scores are devised by calculating the difference between two 

behavioural responses, in this case, the average reaction times for congruent and incongruent 

block trials for the IAT4 (for an overview of the IAT procedure and scoring, see Greenwald et al., 

1998; see also Greenwald et al., 2003).  

 

 

 
3 This is perhaps unsurprising, when even the construct of ‘implicit attitudes’ has been surrounded with so much 

theoretical controversy (Feest, 2020; Mitchell & Tetlock, 2017). 
4 This algorithm leads to the IATRAW score. It is noted that the IATD score (Greenwald, Nosek, & Banaji, 2003), 

which is the current suggested scoring algorithm for the IAT, has a further step of dividing the difference between 

reaction times for congruent and incongruent block trials, by the within-individual standard deviation (calculated 

across congruent and incongruent trials). Though mathematically different, as demonstrated by Blanton et al. (2015) 

the scoring methodologies yield highly correlated (r=.95) outcomes, and thus can be considered to be  conceptually 

equivalent. 
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The observed behavioural responses (reaction times) are thus used to infer the magnitude of the 

abstract construct of implicit attitudes (see Blanton, Jaccard, Gonzales, & Christie, 2006). 

However, implicit attitude measures cannot perfectly capture the abstract attitude constructs they 

aim to assess. Attitudes are abstract in nature which increases the difficulty in measuring them. 

As such, there is a discrepancy between the observed scores of the test and the ‘true’ value of the 

conceptual construct, this discrepancy is measurement error (Cote & Buckley, 1987; Spector, 

2006). High amounts of measurement error reduce the reliability and validity of the estimated 

scores, thereby limiting the effectiveness of the measurement instrument. When considering 

implicit attitude measures, there are numerous design aspects that could likely contribute 

significant amounts of error variance to the scores, resulting in confounded estimates of ‘implicit 

attitude’.  

 

1.2. Random and Systematic Forms of Error Variance 

Classical test theory, often attributed to Spearman (1904), states that any observed score, such as 

an IAT effect score, is comprised of two main components; the ‘true’ score, or trait component 

(i.e. the implicit attitude construct) and an error component (that accounts for the imperfection of 

the measurement). Recent conceptualisations of classical test theory, have further identified error 

variance as being comprised of both random and systematic error components (Podsakoff, 

MacKenzie, Lee, & Podsakoff, 2003). In measurement, high rates of random and systematic 

error can be problematic as they reduce the clarity and veracity of the estimated trait variance. 

This typically results in poor psychometric properties, such as low reliability and difficulties in 

establishing estimates of construct validity, such as convergence among like measures.  

 

IATs and other implicit attitude measures have typically demonstrated lower reliability levels 

than explicit attitude measures (Buchner & Wippich, 2000; Krause et al., 2010), and often below 

that which would be considered satisfactory for applied measurement (see Rae & Olson, 2018). 

Furthermore, attempts to demonstrate convergent validity for implicit attitude measures have 

proven unsuccessful with multiple implicit attitude measures of the same construct/domain 

repeatedly shown to be barely related (e.g. Bosson, Swann, & Pennebaker, 2000; Buhrmester, 
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Blanton, & Swann, 2011; Falk, Heine, Takemura, Zhang, & Hsu, 2013; Foroni & Bel-Bahar, 

2010; Hofmann & Schmitt, 2008; Krause et al., 2010; Pieters, van der Vorst, Engels, & Wiers, 

2010; Rudolph, Schröder-Abé, Schütz, Gregg, & Sedikides, 2008). Were systematic and random 

error to be a significant contributor to observed implicit attitude scores, it would provide a clear 

rationale for these poor psychometric findings. This next section explores numerous design 

characteristics inherent to implicit attitude measures that are likely increasing their vulnerability 

to both random and systematic forms of measurement error, thereby potentially reducing the 

veracity of IAT results.  

 

1.2.1. Potential sources of random error variance for IATs 

Random sources of error are non-trait-related forms of variance that indiscriminately influence 

the whole of a set of scores (Nunnally, 1978), in effect increasing the ‘noise’ in the data, making 

it more difficult to clearly estimate the construct of interest. Random sources of error are likely 

introduced to implicit attitude measures due to the reliance on rapid latency or ‘speeded’ 

responding paradigms. In an IAT, the aim of the task is to categorise the stimuli as quickly (and 

as accurately) as possible, and these reaction times form the key experimental data. Speeded 

responding is highly vulnerable to random error variance, due to natural variability in motor 

response execution, lapses in attentional focus, or differences in participant processing speed and 

attentional capacity (Han, Czellar, Olson, & Fazio, 2009; Poitou & Pouget, 2012). As such, 

speeded responding has the potential to introduce substantial non-trait or random error variance, 

resulting in volatile, unstable and variable results (Fiedler, Messner, & Bluemke, 2006; Lane et 

al., 2007). In addition, abstract constructs such as attitudes and personality are known to be less 

reliable than tools measuring more overt constructs, such as cognitive functions (Cote & 

Buckley, 1987; Spector, 2006). Implicit attitude measures are thus highly susceptible to random 

error variance, as they use the speeded response-time methodology to examine the abstract 

construct of attitudes. 

 

Random error variance is sometimes viewed as a marginal issue for measurement, as it is 

theorised to be completely random, thereby having negligible overall impact on the results, 
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because of the assumption that error variance is spread evenly throughout the data. However, in 

the case of the IAT this assumption is implausible given it would require error to influence the 

congruent and incongruent trials of an IAT equally (for an overview of the IAT procedure see  

Greenwald et al., 1998). This is unlikely given the documented difference in cognitive effort 

required for the congruent and incongruent trials (Steffens, 2004; Williams & Themanson, 

2011), and the finding that greater task difficulty results in greater random error variance (Brown 

& Heathcote, 2008). It is thus very plausible that measurement error is having a greater influence 

on the more cognitively challenging incongruent trials than the more intuitive congruent trials, 

resulting in non-random error distribution for IATs. This biasing influence could result in the 

production of larger IAT effect scores that ostensibly reveal greater levels of prejudice than 

would typically be produced, not because of any difference in implicit attitudes, but rather due to 

method-based systematic influences (see also Back, Schmukle, & Egloff, 2005 for further 

reasons that error may differentially impact congruent and incongruent trials in the IAT; Fiedler 

et al., 2006; Mierke & Klauer, 2003; Stülpnagel & Steffens, 2010). 

 

1.2.2. Potential sources of systematic error variance for IATs 

Random error variance is not the only potential issue for the IAT. Systematic error variance 

refers to characteristics often associated with the methodology that remain relatively consistent 

regardless of the construct being assessed (Coenders & Saris, 2000). Systematic forms of bias, 

such as method variance, can artificially inflate (or even deflate) estimates of internal 

consistency, test-retest reliability and inter-implicit convergent validity (Coenders & Saris, 

2000), thereby contributing to misleading construct validity estimates for IATs and potentially 

inaccurate impressions of implicit bias. Given the abstract construct of implicit attitudes are so 

inextricably linked to the measurement techniques required to estimate them (such that there is 

confusion as to whether the term 'implicit' refers to the attitude or the measurement approach; 

Mitchell & Tetlock, 2017), it is pertinent to examine the influence of method variance on IAT 

data. 
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There are many potential sources of method variance for IATs which could be significantly 

reducing the veracity of IAT results. According to Podsakoff et al. (2003), sources of method 

error include common rater effects, item characteristic effects, item context effects and 

measurement context effects. Each of these effect types have implications for the IAT, and have 

been demonstrated (although not necessarily articulated as such) in previous implicit attitudinal 

research. In a novel application of Podsakoff et al.’s (2003) approach, these categories will now 

be applied to potential sources of method variance for IATs. 

 

Common rater effects refer to artifactual covariance caused by the same respondent completing 

the measure. In other words, they are participant-related factors that may systematically 

influence the way the participant responds to the task (Podsakoff et al., 2003). For the IAT, 

factors such as social desirability responding, general processing speed (Blanton et al., 2006), 

intelligence (Stülpnagel & Steffens, 2010), task-switching ability (Back et al., 2005; Mierke & 

Klauer, 2003) and response style (i.e. accuracy vs. speed, Salthouse, 2000) are all factors that 

have been shown to influence IAT results and can contribute to common rater method effects.  

 

Item characteristic effects refer to distinctive properties of an item/stimuli that can influence the 

way the participant responds, such as item demand characteristics, item ambiguity, common 

scale formats and positive/ negative wording of items (Podsakoff et al., 2003). Ambiguity of 

stimuli is known to be problematic for the IAT, often reducing the expected IAT effect (Messner 

& Vosgerau, 2010; Salthouse, 2000; Steffens, Kirschbaum, & Glados, 2008). There is also 

evidence of the participant’s perception of stimuli positivity impacting IAT results (Messner & 

Vosgerau, 2010; Siers & Christiansen, 2013). Both of these types of method variance are item 

characteristic effects. 

 

Item context effects refer to the interpretation of an item based on its relation to other items on 

the measure (Podsakoff et al., 2003). Interpretation of IAT stimuli and task requirements have 

been shown to be easily influenced by other tasks completed during a single testing session (Han 

et al., 2009). Block trial presentation has also been shown to systematically influence 
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performance, with much slower responses for incongruent trials on an IAT if completed 

following the congruent block of trials than vice versa (Lane et al., 2007; Williams & 

Themanson, 2011). Cvencek, Greenwald, & Meltzoff (2011) provide an example of this item 

context effect by finding significant positive attitudes towards flowers were present only when 

the congruent flower/good combined task was completed first, not when the incongruent 

flower/bad task was presented initially. These order effects are indicative of item context bias. 

 

Lastly, measurement context effects refer to artifactual covariation produced from the context in 

which the responses are obtained, such as when two measures are completed at the same time, in 

the same location, using the same medium (Podsakoff et al., 2003). Because the IAT refers to a 

methodological format rather than a specific test, most validity studies require multiple versions 

of the IAT to be completed using the same measurement format, in the same measurement 

context, using similar item characteristics and a single common rater. As such measurement 

context effects likely also contribute to method variance for IATs, particularly in validation 

studies, potentially increasing the perceived overlap of the measures. Overall, there appears a 

high likelihood of multiple sources of method variance contributing to IAT scores which is 

problematic given systematic error variance can significantly influence psychometric evaluations 

(Mierke & Klauer, 2003). 

 

Method variance can confound validity estimates, making it more difficult to ascertain the trait 

construct being assessed. This is because method variance affects the observed relationships 

between measurements simply due to shared method characteristics, rather than any underlying 

meaning (Mierke & Klauer, 2003). Method variance can thus artificially increase correlations 

between the absolute scores of any two IATs, even if they are not related by shared content 

(Coenders & Saris, 2000). This is problematic as it reduces the veracity of psychometric 

estimates for these measures, particularly when examining convergent validity. In Podsakoff et 

al.’s (2003) application of Cote and Buckley’s (1987) research, it was demonstrated that two 

completely unrelated explicit attitude measures could produce an observed correlation of .23 

once systematic and random error variance had been factored into the calculation (based on the 
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estimates derived by Cote & Buckley, 1987; of 40% systematic error and 30% random error 

variance). If method variance has inflated estimates of the degree of relationship between similar 

implicit attitudinal techniques, as Podsakoff et al.’s (2003) findings would suggest, then this 

implies any inter-implicit correlations smaller in magnitude than .23, for example, may 

potentially be regarded as solely a product of error variance. This is concerning given previously 

reported correlations between conceptually similar implicit attitude measures often range 

between zero and .30 (e.g. Krause et al., 2010; Rudolph et al., 2008). It is thus critical the 

influence of random and systematic error variance is clarified for the IAT.  

 

1.3. Need for Latent Modelling Analytical Approaches to Address Measurement Error 

A substantial quantity of implicit attitudinal research has employed analytical approaches based 

on the general linear model (e.g. ANOVA or linear regression). These analytic approaches rely 

on the assumption that any error incurred in the measurement of variables is completely random 

(Tabachnick & Fidell, 2013), which as previously demonstrated may be very unlikely for the 

IAT. Relying on general linear model analytic techniques would then likely result in statistical 

inaccuracies and biased results for implicit attitude measures (Kline, 2005). Analytical 

approaches reliant on the general linear model are also unable to account for systematic error or 

method variance. 

 

It would thus be preferable to employ methods that are capable of identifying and partialling out 

systematic error or method variance, such as Structural Equation Modelling (SEM) procedures 

including, Confirmatory Factor Analysis (CFA; Jöreskog, 1969). These latent variable models 

separate error variance from the trait construct of interest, thereby accounting for non-random 

error distribution. However, these base methods do not allow a clear assessment of method 

variance. 

 

The multitrait-multimethod (MTMM; Campbell & Fiske, 1959) approach to Confirmatory Factor 

Analysis (CFA-MTMM) requires multiple traits (or constructs) to be assessed by multiple 

measures (Schumacker & Lomax, 2010). This enables a score to be partitioned into trait, random 
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error and systematic error variance components, with error covariances used to estimate the 

method effects (Coenders & Saris, 2000; Malhotra, Kim, & Patil, 2006). This provides a clear 

estimate of the influence of random and systematic error on the data and has resulted in CFA-

MTMM being regarded as one of the most rigorous methods of assessing and controlling for 

method variance currently available (Lance, Noble, & Scullen, 2002; Marsh & Grayson, 1995). 

In order to evaluate the relationship between method factors the CFA-MTMM model will be 

specified using the correlated methods approach (Marsh & Grayson, 1995). To apply this 

technique, the free estimation capacity of the correlated trait-correlated method (CTCM) 

approach to CFA-MTMM will be used.  Free estimation between latent factors allows for a 

direct estimate of the relationship between method factors and is well suited to validation 

assessment (Lance et al., 2002). This is a key advantage as it means the CT-CM CFA-MTMM 

approach will allow two methods, such as the verbal and pictorial IAT, to be directly compared 

without the confounding influence of trait or random error variance. Thereby providing a clear 

indication of the impact of random and systematic error variance on IAT scores, and a robust 

estimate of construct validity of the experimental IATs.  

 

1.4. The Present Study 

The overall aim of this study was to determine the influence of random and systematic error 

variance on IAT data using CFA-MTMM. The CFA-MTMM procedure requires multiple traits 

are assessed by multiple methods. As such, verbal (VIAT; Greenwald et al., 1998) and pictorial 

IAT (PIAT; Thomas, Burton-Smith, & Ball, 2007) methods will be used to assess the trait 

constructs of racial attitudes (Arabs vs. Europeans) and country-related attitudes (Middle East vs. 

Europe). Attitudes towards Arabs and the Middle East were selected as the trait constructs for 

this study due to strong evidence of antipathy towards persons from the Middle East that has 

been well documented in Australia over the past 20 years (e.g. Briskman, 2015; Dunn, Forrest, 

Burnley, & McDonald, 2004; Islam & Jahjah, 2001; Tufail & Poynting, 2013). It was hoped this 

would provide a strong IAT response for the psychometric assessments in this research. 
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The present study aimed to use CT-CM CFA-MTMM to estimate the proportion of trait, method 

and random error variance in IAT scores. It was expected that IATs would show substantive 

components of random and systematic error variance, but that when such error sources were 

accounted for, good construct validity would be demonstrated for each IAT. Construct validity of 

each of the IATs would be demonstrated by each task possessing greater trait than method 

variance (Byrne, 1998).  

 

 

2. Method 

All measures, manipulations, and exclusions in this study are disclosed within this methods 

section. This research and its methodology was approved by the Tasmanian Human Research 

Ethics Committee Network (HREC: Reg No. H0010891).  

 

2.1. Participants  

One hundred and ninety-eight adult students (144 female – 72%) from Tasmania, Australia, with 

a mean age of 26.03 years (SD=11.10 years) participated in the study. The majority of 

participants identified their ethnicity as “Australian” (n=174).  Students received course credit 

for participation. 

 

2.2. Apparatus  

The Race and Country VIATs and PIATs were presented individually on a laptop PC running the 

Inquisit software package (Millisecond Software, 1996).  

 

2.2.1. Verbal Implicit Association Tests 

Two traditional IAT measures depicting verbal word stimuli (VIATs) were developed in 

accordance with Greenwald, et al. (1998). The VIATs utilised standard Pleasant and Unpleasant 

word stimuli, such as “love” and “hatred”. The Racial VIAT employed stereotypical Middle 

Eastern and European first names, such as “Habib” and “Harry”. The Country VIAT used 

Middle Eastern and European country names, such as “Iraq” and “Italy”.  



12 

 

 

 

2.2.2. Pictorial Implicit Association Tests 

Two Pictorial IAT (PIAT) measures were developed in accordance with Thomas et al. (2007). 

These tasks depicted only pictorial stimuli instead of the usual word stimuli. The PIATs in this 

study employed positive and negative facial icons or ‘emoticons’ as well as faces of Middle 

Eastern and European people for the Racial PIAT, and easily recognisable buildings from Middle 

Eastern and European countries (e.g. mosques and churches, and other distinctive landmarks) for 

the Country PIAT (stimuli available on request from author). All stimuli were pilot tested to 

ensure equal valence.  

 

2.3. Procedure 

Following consent procedures, each participant completed six empirical implicit attitude 

measures and two explicit attitude measures individually. All participants completed two practice 

IATs of a non-related attitudinal construct (i.e. Flower-Insect, as per Greenwald et al., 1998) 

prior to attempting the empirical attitude measures. This aimed to minimise the confounding 

influence of task familiarity (see Greenwald et al., 2003). Task completion was fully randomised 

and counterbalanced to reduce the likelihood of order effects. For the IATs, all of the practice 

blocks were composed of 40 trials, with the four empirical blocks consisting of 102 trials each. 

 

2.4. Scoring of the Implicit Association Tests  

Scoring of the IAT was done in accordance with the IATD method outlined by (Greenwald et al., 

2003). According to standard scoring procedures (Greenwald et al., 2003), participant data 

should be excluded if ≥10% of an IATs trials were either missing, or showed response latencies 

>300ms for more than were excluded. However, no participant data was excluded for these 

reasons. All practice trials were removed from the analysis (as per B.A. Nosek, Greenwald, & 

Banaji, 2006). The first two trials of each empirical block were also removed in accordance with 

Greenwald et al. (1998). Any individual response latencies greater than 10,000 ms was removed 

and replaced with the response time of the second trial to avoid missing data (Greenwald et al., 

2003). For each participant, the IAT scores were divided into four equivalent data parcels 

consisting of 25 response latencies from each of the first congruent, second congruent, first 
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incongruent and second incongruent blocks of data. This enabled four equivalent IATD scores to 

be produced for each participant. The four sets of IAT scores for the combined participant pool 

provided the CFA input data. 

 

2.5. Statistical Analyses  

The Multitrait-Multimethod analysis (MTMM; Campbell & Fiske, 1959) was performed using a 

Confirmatory Factor Analytic framework within Mplus, version 6.1 (Muthén & Muthén, 2010).  

The CFA-MTMM analysis applied the freely correlated trait-freely correlated method (CT-CM) 

specification approach which allows free estimation between trait or method factors, enabling a 

more direct comparison of the VIAT and PIAT methods. The specified path model is presented 

in Figure 3.1. In this analysis the traits referred to the two constructs being measured (Racial and 

Country implicit attitudes) and the methods refer to the IAT formats (Verbal and Pictorial).  

The analysis applied the robust maximum likelihood estimation procedure (MLM), which is an 

extension of ML estimation however the model chi-square and standard errors of the parameter 

estimates are corrected for non-normality within large samples (Brown, 2006). Mplus calculates 

the chi-square likelihood ratio test statistic (χ2),but this statistic is affected substantially by 

sample size (Brown, 2015). In view of this, model fit was assessed using the four goodness-of-fit 

indices derived from the Mplus program; In the incremental fit indices: comparative fit index 

(CFI) and the Tucker-Lewis index (TLI); and the absolute fit indices of root-mean-square error 

of approximation (RMSEA); and the standardised root mean square residual (SRMR). CFI and 

TLI ≥.95 are indicative of good model-data fit (Brown, 2006). Hu and Bentler (1999) suggest 

good fit is demonstrated with RMSEA ≤ 06, and SRMR ≤ .08. 

 

 

3. Results 

The CT-CM CFA-MTMM analysis showed that the specified model (Figure 3.1) was a good fit 

to the data, χ2 (86, N=198) =93.61, p=.27; CFI=.99; TLI=.98; RMSEA=.02; and SRMR=.04. 

The specified path model is presented in Figure 3.1 and depicts the partitioning of the IAT data 
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parcels into latent trait, random error and method components. It is noted that each IAT was 

individually assessed as per Chequer and Quinn (2020). 

 

 

Figure 3.1. CT-CM CFA-MTMM model depicting the data of four IATs that have been 

separated into trait, error and method components. Standardised factor loadings (STDYX) for 

each of the variables and residuals are displayed. *p<.001. 
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3.1. Evidence of Random Error and Method Effects in the IAT 

Substantial and significant error variance loadings onto all indicators were found (mean error 

loading .53), suggesting significant amounts of random error were present in the scores. 

Substantial and significant factor loadings of the indicators onto the latent method factors were 

also demonstrated. The average of these factor loadings was .50, above that suggested for 

meaningful latent effects (Gorsuch, 1983). This provides strong evidence of significant method 

effects within the IAT data. 

 

3.2. Composition of Trait, Method and Random Error Variance in IAT Data 

Individual variance parameters resulting from the CT-CM CFA-MTMM analysis are presented 

in Table 3.2. The values for trait and method are the squared standardised loadings, and, together 

with the error variances, they specify the amount of variance in each IAT data parcel attributable 

to trait, method and random error effects respectively. Random error variance appeared relatively 

stable, accounting for about 54% of variance (see Table 3.2). Overall, the parameter estimates 

revealed 28% of the variance was attributable to method effects (see Table 3.2). This is a 

substantial portion, particularly when compared to the lesser 18% of variance attributable to the 

trait construct supposedly being tapped by the technique. These results reveal that mean IAT 

effect scores were comprised of 54% random error variance, 28% method variance and only 18% 

trait variance (see Figure 3.2). In other words, over 80% of an IAT effect score was shown to be 

error variance compared to less than 20% reflecting the trait construct of interest.   
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Table 3.2. 

Squared Standardised Trait and Method Loadings, and Error Variance in IAT Effect Scores. 

 

 
Trait 

Variance 

Method 

Variance 

Error 

Variance 

Race    

VIAT1R .45 .09 .46 

VIAT2R .26 .10 .64 

VIAT3R .27 .22 .51 

VIAT4R .18 .26 .57 

Mean variance .29 .17 .55 

    

PIAT1R .10 .36 .55 

PIAT2R .12 .48 .40 

PIAT3R .01 .45 .56 

PIAT4R .01 .40 .60 

Mean variance .05 .42 .53 

    

Country    

    

VIAT1C .06 .38 .56 

VIAT2C .02 .44 .55 

VIAT3C .03 .49 .49 

VIAT4C .06 .31 .63 

Mean variance .04 .41 .56 

    

PIAT1C .30 .16 .54 

PIAT2C .50 .11 .39 

PIAT3C .31 .14 .56 

PIAT4C .29 .06 .65 

Mean variance .35 .12 .54 

    

OVERALL    

Mean variance (SD) 18 (.16) .28 (.15) .54 (.08) 
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Figure 3.2. Graphical representation of the percentage variance of average IAT effect scores 

attributable to trait, method and random error variance.   

 

 

3.3. Construct Validity Results for the IATs using CFA-MTMM 

When examining the individual parameters, inconsistent construct validity evidence was 

revealed. Two of the four IATs, the Racial VIAT and the Country PIAT, were found to possess 

higher levels of trait (average 32%) than method (average 14.25%) variance. This ostensibly 

supports the construct validity of these two measures. Conversely, the other two IATs (the 

Country VIAT and the Racial PIAT) presented the opposite pattern, with little trait accounted for 

(average 4.5%) and a substantial proportion of method variance present (41.38%; see Table 3.2). 

As such, the CFA-MTMM analysis simultaneously provided strong construct validity evidence 

for the Racial VIAT and the Country PIAT, whilst weakening support for the Racial PIAT and 

the Country VIAT. 

 

Random 

Error 

Variance

54%

Trait 

Variance

18%

Method 

Variance

28%
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4. Discussion 

 

4.1. Evidence of Random Error and Method Effects in IAT Scores 

Random error variance was found to be the greatest contributor to IAT effects, comprising over 

50% of the IAT effect scores. Random error variance is known to significantly confound validity 

estimates, and can provide an upper limit for observed correlations between like tasks (Cole & 

Maxwell, 2003; Cunningham et al., 2001). The present findings of high random error, may help 

explain the poor convergent validity estimates typically reported for IATs (e.g. Hofmann, 

Gawronski, Gschwendner, Le, & Schmitt, 2005; Krause et al., 2010). Random error variance is 

also likely to have limited other construct validity estimates of this task. 

 

Systematic error variance was also shown to play a substantial role in IAT effect scores, 

accounting for about a third of the variance in the IAT scores according to the parameter 

estimates depicted in Table 3.2. Findings of such a large component of systematic error imply 

past estimates of convergence between implicit attitudinal measures may have been inflated to an 

unknown degree. Such inflation could mean estimates of convergent validity for the IAT have 

been inaccurate, and potentially poorer than originally anticipated - a concerning prospect given 

the often very low inter-implicit correlations reported in the implicit attitudinal literature (e.g. 

Krause et al., 2010; Rudolph et al., 2008). 

 

Given approximately 80% of the IAT effect scores are attributable to error variance (random and 

systematic) it would seem near impossible to deliver accurate estimates of implicit attitudes 

without analytically addressing error variance in the data. The current findings call to question 

the validity of previous implicit attitudinal findings based on non-latent analytical assessment 

that have failed to account for such substantial error components. It is recommended all future 

IAT research routinely employ latent modelling techniques to account for error variance in 

implicit attitudinal data. 

 

 



19 

 

 

 

4.2. Discrepant Construct Validity Evidence for the IAT using CFA-MTMM 

An examination of the parameter estimates (presented as variances in Table 3.2) provided a 

discrepant overview of the construct validity of the experimental IATs in this study. The Racial 

VIAT and Country PIAT were revealed to possess strong construct validity, with levels of trait 

variance greater than method variance. However, the Country VIAT and Racial PIAT presented 

the opposite findings, failing to demonstrate adequate construct validity because the method 

variance was greater than the trait variance for the tasks. These results are difficult to interpret 

given each method was both deemed satisfactory and unsatisfactory depending on which 

construct was assessed. Likewise, each construct was either acceptable or not depending on 

which method was used. As such, there was not clear evidence to support the use of a particular 

IAT format nor the finding that one construct was more easily accessed than the other.   

 

Seemingly nonsensical results such as these reduce the overall construct validity evidence for the 

IAT format and emphasise the need for each IAT to be individually validated. The direct 

implication is that the IAT is not able to be easily adapted to assess many and varied constructs, 

as it was designed to do (Greenwald et al., 2009). But rather, in trying to be so adaptable, the 

IAT appears to have forfeited the ability to be a consistently valid measurement technique. 

Highly standardised and psychometrically valid measures, such as IQ tests for instance, cannot 

be changed based on the focus on interest, for it is evident that any changes to the format and 

questions will affect the veracity of the result. The IAT being an easily adaptable measure that is 

also psychometrically robust is thus an improbable outcome. In order for the IAT to increase 

psychometric robustness, each and every IAT requires thorough psychometric validation (see 

also Lane et al., 2007). Future research would do well to focus on standardisation and thorough 

psychometric validation of a small number of IATs, rather than focusing on extensive 

applications for the IAT.  

 

4.3. Implications and Future Directions for Implicit Attitudinal Measurement 

The key finding of this research is that error variance is the primary contributor to IAT scores. 

Because of this, it is important that error variance is accounted for using structural equation 
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modelling (SEM) analytical strategies, such as CFA, before any applied meaning can be gleaned 

from the data. The disadvantage of requiring SEM, is this analytical approach restricts the use of 

IATs as a measure of individual implicit bias.  

 

4.3.1. Requirement for SEM to Account for High Error Variance in IAT Scores 

The finding that IAT scores were comprised of over 80% error variance has significant 

implications for scoring and interpretation of IAT data. Indeed, it would prove almost impossible 

to ascertain a measure of implicit attitudes without first addressing the substantial error 

component inherent in the scores. In the current study, SEM analyses such as CFA & MTMM 

were demonstrated to be effective options for addressing the error component and enabling a 

clearer impression of the trait implicit attitude constructs under investigation. It is hoped routine 

application of SEM to all implicit attitude data would help increase the psychometric standards 

of laboratory techniques such as the IAT and allow for more confidence in IAT findings. Implicit 

attitude researchers are encouraged to focus on developing a set of psychometrically validated 

IATs, such as the Racial VIAT and Country PIAT of the present study. These measures could 

then be used for applied research, but the resulting IAT data would still require latent modelling 

analysis to account for error variance prior to ascertaining trait implicit attitudes. Research that 

fails to account for error variance using latent modelling is very unlikely to provide an accurate 

reflection of the participants’ implicit associations and should be treated with caution. 

 

4.3.2. IAT Effect Scores as a Measure of Individual Bias 

The need for SEM analytical strategies to account for significant error variance in the IAT effect 

scores has substantial implications for the use of the IAT effect score as a diagnostic tool of 

personal implicit prejudices. SEM can only ever deliver an estimate of an individual’s effect 

score based on the scores of a whole sample population (see Skrondal & Laake, 2001). This 

means that although it is theoretically possible for an individual’s IAT effect score to be 

determined using SEM, at best it could only ever produce a quasi-individual diagnostic estimate. 

Even then, the practicability, or lack thereof, of such an approach would render the concept 

implausible. This means that in order to gain theoretically meaningful results from IATs using 
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SEM, IAT research must be constrained to examining implicit bias at the sample population 

level rather than an individual by individual basis. Because of this, it appears inappropriate to 

present feedback regarding personal implicit prejudices when the task is not sensitive enough to 

provide this accurately. Given the current findings, it is strongly suggested future IAT research 

provide summarised findings at a sample population level, after latent modelling analytical 

strategies are applied, rather than delivering personal, and potentially misleading, feedback to 

participants.  

 

4.4. General Conclusions Regarding the Impact of Error Variance on the IAT 

IAT scores were shown to be heavily confounded by error variance. The primary contributor to 

IAT effect scores was random error, accounting for more than half of the variance, a further third 

was attributable to method variance and trait variance (representative of ‘implicit attitude’) was 

shown to have the least influence, accounting for less than a fifth of the IAT score. These 

findings significantly reduce the veracity of previously reported IAT findings where error 

variance was not adequately accounted for. The key implication of this finding is that all future 

IAT research should be required to account for these substantial portions of error variance by 

applying SEM analytical techniques such as CFA prior to any interpretation of the results. 

However, it should be noted that even once error variance was accounted for there were still 

significant inconsistencies in the construct validity evidence produced for the four IATs of the 

present study. These inconsistencies are worrisome for the application of IATs to the assessment 

of varied attitudinal constructs. It appears critical that each IAT is individually validated using 

CFA procedures to ensure adequate psychometric properties are present, prior to testing with the 

aim of procuring implicit attitudes. 

 

To facilitate future implicit attitudinal research, development of a few standardised and well 

validated IATs is encouraged. These measures could be used to examine implicit attitudes at a 

sample population level, following the use of latent modelling analytical strategies to partial out 

the significant portion of measurement error incurred during the IAT. Whilst this may appear a 

labour-some and inconvenient solution for implicit attitudinal research, it is surely preferable to 
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the alternative of providing inaccurate and potentially misleading results that have both personal 

and social implications. Investing in the development of psychometrically robust implicit attitude 

measurement will provide dividends for the accessibility and generalisability of future implicit 

attitudinal findings.  

 

4. Conclusion 

Nosek and Greenwald (2009, p. 375) note that “the most important considerations in appraising 

validity of psychological measures are those that speak to the measure’s usefulness in research 

and application”. Whilst there have been many concerns regarding the IAT’s veracity and 

usefulness (see Blanton et al., 2009; Krause et al., 2010; Mitchell & Tetlock, 2017; Oswald et al., 

2015; Rae & Olson, 2018), there has been no clear estimate for the component of error variance 

in IAT scores. The present study has provided clarity on this issue, demonstrating that the IAT 

effect scores were comprised of over 80% combined random and systematic error variance, 

allowing little opportunity for trait ‘implicit attitudes’ to be revealed through the noise, and 

requiring significant statistical modifications and processing to obtain even population-level 

‘insights into our implicit biases’. To put it simply, the IAT was shown to be inadequately honed 

to provide insights into our implicit biases and its ‘usefulness in research and application’ is 

questionable, if not at times, potentially misleading. The sheer magnitude of error variance has 

serious implications for the use and interpretation of IAT effect scores. However, as Campbell 

and Fiske (1959, p. 103) note “psychologists today should be concerned not with evaluating tests 

as if the tests were fixed and definitive, but rather with developing better tests”. It is hoped this 

study will spur a renewed focus on addressing measurement error in social psychological 

research, and encourage greater psychometric validation of tasks to enable more useful and 

applicable insights into implicit biases into the future.   
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